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Abstract

Magnetic Resonance Imaging (MRI) is a widely applied non-invasive imaging modality
based on non-ionizing radiation which gives excellent images and soft tissue contrast of
living tissues. We consider the modified Bloch problem as a model of MRI for flow-
ing spins in an incompressible flow field. After establishing the well-posedness of the
corresponding evolution problem, we analyze its spatial semi-discretization using discon-
tinuous Galerkin methods. The high frequency time evolution requires a proper explicit
and adaptive temporal discretization. The applicability of the approach is shown for
basic examples.
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1. Bloch Model for Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) is a non-invasive imaging modality based on non-
ionizing radiation [1]. It gives excellent images and soft tissue contrast of living tissues.
During the experiment, the object to be studied is placed in a static magnetic field of
high strength By. This induces a macroscopic nuclear magnetization M in the direction
of magnetic field, known as the equilibrium magnetization. The direction of equilibrium
magnetization is called the longitudinal direction, generally denoted by the z-axis as in
Fig. 1.

In order to get a response from the object, the equilibrium magnetization is perturbed
by applying a short radio-frequency (RF) pulse B; in the transverse plane (denoted by
the zy-plane in Fig. 1) with the excitation carrier frequency of the RF pulse equal to
the Larmor frequency of protons. As a result, the equilibrium magnetization is flipped
from its initial position towards the transverse plane. The perturbation of equilibrium
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Figure 1: Schematic of a pulsed MR experiment on net Magnetization M. Left: M align along the static
magnetic field Byg. Second from left: RF excitation perturbs the magnetization from the longitudinal
direction. Middle: Precession of magnetization as a result of, Second from right: 75 decay. Right: T3
recovery.

magnetization depends on the duration and magnitude of the RF field. After the RF
pulse is switched off, the magnetization precesses towards its equilibrium position. This
process is known as relaxation. The relaxation of magnetization is governed by two time
constants - spin-lattice time relaxation 77, spin-spin time relaxation 75, as illustrated in
Fig. 1.

On top of that magnetic field gradients need to be applied to obtain cross-sectional
images. The location and thickness of the slice is determined by applying a slice-selection
gradient G,. After that, the object is spatially encoded via the application of additional
magnetic field gradients G, Gy, in the transversal directions. The magnitude and time
of application of magnetic gradients G depend on the experimental requirements, see
Sec. 5 for the description of a typical pulse sequence.

The Bloch equation [2] for MRI combines all of the above components: static mag-
netic field By, time-dependent magnetic gradients G(t) and the RF pulse By(t) =
(Bz(t), By(t),0)T and is given by

Mg Mo Mo M, 0
B(t,r) = (B.(t), By(t), B.(t,x))T, B.(t,r):= By + G(t) - r.

Emitted energy due to the precession of the magnetizations is converted into an electric
signal in the receiver coil of an MRI system which is manipulated further for image
reconstruction. The received signal can be expressed as

sp(t) o / Moy (r, t)e=1Bote=7 Jo (wGartyGy)dr gy (1.2)
Q

where My, = M, + iM,. The received signals are typically demodulated in frequency
by 7By using phase-sensitive detection before being used for image reconstruction. The
resultant signal expression after demodulation is s4(t) = s,.(t)e?YPot [1].

The demodulated signal corresponds to the solution of the Bloch equation in a frame
rotating clockwise about z-axis with an angular frequency By, i.e, the Larmor frequency
of the isocenter of the object. The Bloch equation in the rotating frame conceptually
simplifies the RF excitation effect in MRI and eliminates the static Bg field from the



expression of the external magnetic field and is given by

dMm’ (Mo — M,)é Myréyr + Myiéyy
=M’ x B STAR vy 1.3
Tt T (1.32)
7%2 YB. —y By M
= —’7le _TL‘Z ’}/BI/ My/ + ]8 s (13b)
’yBy/ 7’}/BI/ TLl MZ T_lo

where M'(t,r) = (Mg, My, M,)T(t,r) represents the magnetization in the rotating
frame and the effective magnetic field is given by Beg(t,r) = (B, By, B.)T(t,r);
B, (t,r) :=G(¢) -r.

In order to study the effect of fluid flow in an MRI experiment, the transport of
magnetizations due to flow field u(¢,r) must be taken into account and is modeled by
the modified Bloch equation [3]:

a—M+(u~V)M:7MxB+(MO

—M.)é.  Mué, + Myé,
ot '

Ty Ty

(1.4)

There will be no diffusion term as effect of diffusion is negligible, but see Sec. 2.

Due to signal demodulation, the signal acquired from the flowing object in an MRI
experiment is equivalent to an equation where magnetizations and the magnetic field
(Bet) are written in the rotating frame with velocity u(¢,r) kept in laboratory frame [4]:

oM’ (MO — Mz)éz M€, + My/éy/

’_ / _
ot +(u V)M —’)/M X Beog + T T

(1.5)

For notational simplicity the ’ will be omitted in later sections. Hereafter, magnetization
M will always be in the rotating frame and the velocity in the laboratory frame.

In the past, Bloch equation based MRI simulators were developed for variety of
research directions e.g. optimizing MR sequences, artifact detection, testing image re-
construction techniques, design of specialized RF pulses and educational purposes. Also,
multiple utilities of numerical simulations have been combined to produce a few general
purpose MRI simulators e.g., [5, 6, 7, 8, 9]. Accurate simulation of this initial-value
problem is still challenging for the following reasons: very tiny time steps, sufficiently
fine spatial resolution, and non-smooth data (e.g. gradient field G). To overcome this
difficulty, the execution speeds were improved using parallelization with message passing
interface (MPI), e.g. [8, 6], or GPU e.g. [9]. There are two prevailing techniques for the
development of the simulator (i) a semi-analytical technique based on operator splitting
as used, e.g., in [8, 9] (ii) coupled approach with fast ODE-solvers [6].

Similarly, there are many numerical studies on the influence of flow on MRI e.g., [10,
11, 4, 12]. Modified Bloch model was solved using multiple numerical strategies previously
e.g., Jou et al. [11], Lorthois et al. [4] first solved the flow field in a computational mesh
using finite volume method (FVM) softwares and then studied the effect of flow on
magnetization using finite difference method (FDM). Jurczuk et al. [12] solved 1.5 by
splitting the transport and the MR terms. In their work, the magnetization transport was
calculated using lattice-Boltzmann method (LBM) and the reaction part was calculated
using operator splitting techniques.



However, the previous studies lack a proper analysis of the Bloch model for flowing
objects. Sec. 2 is devoted to prove the well-posedness of the modified Bloch model. The
spatial semi-discretization with DG-methods is presented in Sec. 3 which, to the best of
our knowledge, is also an addition to the literature related to Bloch model. This section
was followed by consideration of the temporal discretization in Sec. 4. Verifications for
simple problems for static and flowing objects are presented in Sec. 5.

2. Well-posedeness of the Bloch Model

Let Q C R? be the flow domain with piecewise smooth Lipschitz boundary I' and outer
normal n. The incompressible flow field u(¢, r) introduces the splitting ' =T _ | JT'y [J T
where ' ={reTlu-n< 0}, 'y ={reTlju-n>0}and Iy = {r € Tju-n = 0}
represent the inflow boundary, outflow boundary and solid wall, respectively. We assume
that inflow and outflow are separated, i.e. dist(I'_,T'y) := minp gyer_xr, [P — Q| > 0.

Problem (1.5) can be rewritten using Beg = B = (Bz, By, BZ)T7 the relaxation time

diagonal matrix D = diag(s-, = ’%1) and the constant source term f = (0,07 ]VT—?)

along with appropriate boun<Tiza,r§2and initial conditions as
(98—1;/[+(U~V)M+7B><M+DM:f, (t,r) € 0,7] x Q, (2.1a)
M =My, (t,r)el0,T]xT_, (2.1b)
M =M’ (tr)€ {0} xQ. (2.1c)

Consider the space H := [L?(2)]® with inner product (u,v)y := [, u-v dr and norm
[IV]lg == v/ (v, V). Moreover, define
X={NeH: (u-V)NecH} (2.2)

with graph norm

1

INc = (Il V)N + INJE) (2.3)

Multiplying 2.1a by an arbitrary test function N € X, integrating over {2 and imposing
(2.1b) weakly, we obtain

(OM, Nt + ((u- V)M, N)g + 7(B x M, N)g (2.4)
+ (DM, N)g + /(u ‘n)°M-N ds = (f,N)g + /(u -n)®Mr - N ds,
r r

where w?(r) := $(w(r)| —w(r)) and M x B = —B x M. Define bilinear and linear forms

a(t; M,N) := (u- V)M, N)g +v((B x M),N)g

+ (DM, N)g + /(u -n)°M - Nds, (2.5a)
r
I(N):=(f,N)g + /(u -n)®Mr - Nds, (2.5b)
r
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Then we obtain the variational form of the Bloch problem: Find M : (0,7] — X s.t.
(O:M,N)u +a(t; M,N) =[(N), VN eX, (2.6)
M|,_, = M°. (2.7)

This is a Friedrichs system, see [13], Sec. 7. Unfortunately, the theory in [13, 14]
is not applicable since some coefficients are time-dependent. For 0 < ¢ <« 1, we set
X, = [Wh%(Q)]? and consider an elliptic regularization of (2.6): Find M, : (0,7] — X.
S.t.

(M, N)u + a.(t; M, N) =I(N), VN eX,, (2.8)
M|,_, = M".
with
ae(t; M, N) := a(t; M,N) + ¢(VM, VN ) i1 (2.10)

Please note that the variational formulation of the regularized Bloch problem incorporates
do-nothing boundary conditions eVM,-n=0on I'fUT,.

The spaces X, C H and the dual space X.* form an evolution triple (X, H,X./").
For p > 1 and Banach space Y we denote by L?(0,T;Y) the Bochner space of vector-
valued functions v : (0,7) — Y. We look for a solution M, € L>(0,7;H)NL?(0,T; X,)
of problem (2.8)-(2.9).

Theorem 2.1 (Well-posedness). For all € > 0, for given u € [L°(0,T; W1°°(Q)]® with
divu =0 and B € [L>(0,T; H)]3, there exists a unique solution M. € L>(0,T;H) N
L?(0,T;X,) to Problems 2.8-2.9. Fort € (0,T] and with o := T%, the following a-priori
estimate is valid

t
SIMOl+ [0 (oM + 5 [ e m M Mo s, 7) s ar

1 2 ot 1 ‘ 2 o(r—t
< L2 e +%/O )|, e dr. (2.11)
Proof. In order to prove well-posedness, we apply the main existence theorem for evolu-
tion problems by J.L. Lions, see Theorem 6.6 in [13]. To this end, we define the norm
2 272
IMllx, = {GHVMHLQ(Q) +IMllx |- (2.12)
For the application of the theorem, the following conditions must be satisfied:

(P1) The time-dependent bilinear form ¢ — a.(t; M, N) is measurable for all M, N € X,
since the fields u and B are sufficiently smooth.

(P2) Application of the Cauchy-Schwarz and generalized Holder inequalities show that
the bilinear form ac(¢;-,-) is bounded for ¢ € [0, 7] and for all M,N € X.:

|ae(t; M, N)| <e[| VM| 54]| VN[lgz +|(u- VM, N)m| +~|(B x M, N)z|
+|(DM, N)g| +‘/(u-n)9M~N ds
N
<€l VM| g[[VN|lgg +[[u - VM| g [Nl g + 7B o M| g2 [N 12

D oo [V g [N + Fs M| x [N x
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with | B, = HBHLw(o TA L (Q))%) D e = maX{Tl, Tz} = —2 as 77 > T, and
where we used the trace inequality (see [14], Lemma 2.5)

/F(u'n)eM "N ds| < kslju- VMg flu- VN|[g < ks [Mx [IN]|x -
Now the norm definitions (2.3) and (2.12) imply boundedness:
|ac(t: M, N)| <(2+9[B|| o +[[Dll o + ka) M x [IN]Ix, -

(P3) Finally, bilinear form a. fulfills a coercivity condition. Integration by parts yields

a.(t;N,N) = ¢| VN|%, +HD1/2NH /(u n)N - N ds—f—/(u-n)eN-N ds
I I

= | VN3, +HD1/2NHH +3 /F\(u )| N-N ds

1
> e||VN|\iI+a||N|\iI+§/y(u-n)yN.N ds (2.13)
I
with
1 1 1 1 1
D'? := dia, oc=min(—,—)=— (asTy >T3), (2.14
g(\/T2 ViV ) —q ehzh), @19

as (B x N,N) =0 and div u = 0 due to the incompressibility assumption.

Now we can apply the theorem by Lions giving existence and uniqueness of a generalized
solution M : [0,T] — X of (2.8)—(2.9).

It remains to prove the a-priori estimate. For all ¢ € [0,7T], we take N = M, in
(2.8)—(2.9) to obtain via Cauchy-Schwarz and Young inequalities

1d
2 dt

then via (P3)

Ml + ac(t M, M) = (F, Mo < —HfIIH ”ME”iIv

d 2 2 g 2 1 1 2
oMl -+ VML + ZIM + 5 [ [ m) MM ds < ool

N~

Now, application of the Gronwall Lemma, see Lemma 6.9 in [13], implies

1 t G’T 2 1
—|Me|?{+/0 e ”[HVM >HH+—/|<u-n>|<Me-Me>(s,T>ds dr

1 —0 o(T—
< IO+ 5 [ e ar (2.15)
and we obtain estimate (2.11). O



Remark. For the given case of constant source f, we obtain

2 2 MO MO 2
(ol =lelh = [ (GO =GRl o= [ar e
H HH H O T T, 9
hence
t —ot
2 _ My 1—e
f o(t—t) dr = (=2 2 Q—
LI fertar = (0710
Finally, we can pass to the limit € — 40, i.e. to the Bloch model.

Theorem 2.2. The Bloch model (2.6) admits a unique solution M € L*°(0,T;H) N
L?(0,T;X). The kinetic energy of the magnetic field is bounded by:

I3+ %/H [/|<u-n>|<M-M>><s,T>ds ar

< S IMO) e+ 2 [ re e ar (27)

Proof. A careful inspection of the proof of Theorem 2.1 shows that the existence and
uniqueness result together with the a-priori estimate remain valid for € — +0. As already
mentioned, the variational formulation of the regularized Bloch problem incorporates do-
nothing boundary conditions eVM,-n = 0 on I'¢UT';. In the proof of the limit ¢ — +0
at o U4, one can proceed as in Chapter V.1 of [15]. Note that here it is used that
inflow and outflow are separated. [l

Remark. The result of Theorem 2.1 and a-priori estimate 2.17 remain valid for the
special case u = 0, i.e. Bloch equations for spatially stationary objects.

3. Semi-discrete Equation

Here we consider the spatial discretization of problem (2.6) by dG-FEM [14].

3.1. Discontinuous Galerkin Formulation

Consider a non- overlappmg decomposition Tj, := {Q;}_; into convex simplicial sub-
domains Q;,7=1,2,--- , I as depicted in the left part of Fig. 2. We define the discontin-
uous finite element space

[Pi(Tn)]" := {Ni € H; Ny, € [Pu(Q)]" ¥V Qi i=1,2,-- I} (3.1)

where Pj. denotes the set of polynomials of degree k € N. Moreover, let X, = [Px(73)]¢ (N X.
For adjacent subdomains €2;, {2; with interface £ =I';; = QN Q and unit normal vector
n;; (directed from Q; to €;), as depicted in the right part of Fig. 2 we define the average
and jump of Ny, € X across I';; by

(Nip,, () i= 5 (Nulg, (1) + Nilg, () (3.2a)

[Na]r,; (r) := Nalq, (r) = Nilg, (r). (3.2b)
7
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Figure 2: Left: 2D-simplicial mesh. Right: 1D-example

E Q;

of average and jump operators. Interface E

between i-th and j-th cell (j > 4) is depicted with the used notation. Orientation of outward normal is

from lower to higher numbered cell.

Let .7-',1'1 be the set of all the interior interfaces

S1(t: M, N) Z/( (u-np [M]~<N>+§|u-nE|[M1~[N1> ds.

EeF;

E C Q and define the upwind form

Moreover, gradient jumps over interior faces are penalized via

P(M,N):=¢ > hj, / lu-ng|[VM]g : [VN]g ds,

EeF}

Setting
al®¥(t; M, N) := p.(M,N) + a(t;
the upwind dG-FEM reads: find My, :
(0:Mp, Np)u

3.2. Well-posedness of the Semi-discrete Problem
Let us define the norm [||Ny,|||; via

|||Nh|||U =€ Z h / lu- nE|H [VNG] EHL?(E)

EeF}

/|u n[[Np[2 ds + >3 /|u np| [Nul2

(3.3)
€> 0. (3.4)
M, N) + Sp,(t; M, N), (3.5)

(0, T] — X}, such that V N, € Xy,
+a2pw(t;Mh,Nh) = l(Nh) (36)
(3.7)

EE]—‘Z

Theorem 3.1. The semi-discrete problem 3.6
estimate

1 ! 1
Mo, + / eI [M () dr < 5][Ma (0

8

is well-posed and admits the a-priori

2 o 1 ! o(1t— 2
Mawe™ + 55 [ 0] ar
(3.8)



Proof. The existence and uniqueness proof follows the lines of the proof of Theorem 2.1.
Similiar to the approach in Sec. 2, symmetric testing N = M}, provides

upw 2 2
aP" ((t; Mp, Mp) 2 of[My g + [ Ma]llg- (3.9)
Then, Young inequality shows

1d

2 O 2 2 1 2
L o), + IV + I < e

Now, similarly to Theorem 2.2, application of the Gronwall lemma yields the a-priori
estimate (3.8). This shows the well-posedness of the semi-discretized Bloch problem. O

3.8. Semi-discrete Error Estimate
For the error of the spatial discretization we obtain the following result.

Theorem 3.2. The error of spatial discretization is given by:
1 2 1 ! o(r—t) 2 1 2 ot
I = MO+ 5 [ eI =MD dr < 30 = M) ©O) e

+ / e 0 (M = T M) (717, + 8| (M = 7 M)(7) [+ pe (M, M) (7)) dr - (3.10)

with the L2-orthogonal projection m,M of M onto X, and o = T% The norm |||l

and constant § will be defined within the proof. For a sufficiently smooth solution M €
L0, T; WEHL2(Q)]3), the right-hand side term in (3.10) is of order O(R***1) with
h = max; diam(;).

Proof. The error equation for the error M — My, is given by
(at(M — Mh), Nh)H + az‘pw(t; M — My, Nh) = pe(M, Nh) VN, eXy, te (0, T] a.e..

Let 7, N be the L2-orthogonal projection of N onto Xp,, i.e., (N—m,N,w)g =0 Vwe€
Xp,. Then we split the error as

M-M,; = (M*T(hM)+(7ThM7Mh) =1+ E;
and reformulate the error equation with N, = E;, as
(&gEh, Eh)H + a?pw(t; Eh, Eh) = —a?pw(t; Ih, Eh) + pe(M, Eh), te (0, T] a.e. (3.11)

where we used that (9;1,, Ep)a = 0 due to L?-orthogonality. The left-hand side can be
bounded from below as

1d
(0:En, En)u + alP (8 En, Ep) > gallEhH% + 0| Enllz; + 1Bl (3.12)

For an estimate of the right-hand side we use p.(M, Ep,) < p.(M,M)||E|||; and

—a (515, En) < (Ialllg, + 0Tl ) Bl (3.13)
9



with

2 2 2
Tl = CHTallG + D lull g oy 1 Tallz2 o) (3.14)
TETh

and 6 := || B|| o +[| D resp. ¢ :=max{1;|ull ;g 1110} Estimate (3.13) relies

on a generalization of Lemma 2.30 in [14] for scalar advection-reaction problems to the

vector-valued case. The estimate provides a careful bound of the uwpind-discretized

convective term and heavily exploits the boundedness of L2-orthogonality of subscales.
Combining (3.12), (3.13) and using Young inequality, we obtain

1d

2 1 2 2 2
1Exllzz + 5 ER G < WallG, + 6Tl + pe(M, M). (3.15)
2dt 2

Integration of (3.15) and the triangle inequality imply the quasi-optimal error estimate
(3.10). For a sufficiently smooth solution M € L>(0,T; [W*+1:2(Q)]?), the penalty term

pe(M, M) vanishes. Finally, interpolation results imply the error order O(hk"'l/ 2). (|

Remark. The case k = 0 covers the finite volume method (FVM).

4. Temporal Discretization

Starting point is the spatially discretized problem: find My, : (0,7] — X}, such that
for all Ny € X,

(8ch(t), Nh)H + aEpw(t; Mh(t), Nh) == l(Nh), Mh(O) = MhO- (41)

A major problem stems from the multiscale character of (4.1) as the scale of magnetiza-
tion is much faster than that of advection. Another difficulty is the restricted smoothness
of the data in time, in particular of field G = (GZ, Gy, GZ)T, see Fig. 3 (for the FLASH
sequence [16, 17]).

According to the required high resolution in time, an explicit time stepping is chosen.
We considered two variants (i) a fully coupled approach and (ii) an operator splitting
approach. The efficiency of the numerical simulation can be strongly improved using
GPU computing. This will be exemplarily shown in Sec. 5.

4.1. Fully Coupled Approach

Following Sec. (3.1) in [14], we apply a low-order explicit Runge-Kutta scheme to (4.1).
Define a discrete operator AW : X + X, — X, via (A"Y(¢)v, w)g = alP¥(t; v, w).
Similarly, let L be a functional on Xj, with L = [(w). Note that L is constant in time in
this application.

Let 0 =19 < t! < t? < --- < t¥ =T be the set of discrete times with time steps
Ty =" —¢" n=0,1,--- , N — 1. Moreover, we denote M7 = M, (t") etc.

A two-stage RK-scheme is a good compromise between temporal accuracy and the
restricted data smoothness in time. Following Subsec. 3.1.3 in [14] we select scheme

Mt = M — 7, APYMEY, 4 7, L (4.22)
1 1 1
10



Precise statements of the stability and convergence of 4.2a can be found in case of smooth
data in Subsec. 3.1.6 of [14]. In particular, a time step restriction on 7, comes from a
CFL condition for the advective term. As in this application the time step restriction
on 7, comes from magnetization, the mentioned CFL condition is always valid in our
calculations.

We will not repeat the details, e.g. of the stability and convergence RK2-analysis in
[14]. Tt provides in case of smooth data in time, an error of order O(Tﬁ + hk+1/2) with
polynomial degree k of spatial discretization (see Theorem 3.10). Such error estimate in
time is not valid in this application, since the data B(t,r) are only in [C%1[0,T]? (for
the FLASH-sequence studied in Sec. 5) or even only in [L°(0,T)]® for the example in
Subsec. 5.2. Alternatively, a standard embedded RK-scheme of type RK3(2) or even of
higher order like RK5(4) is chosen for appropriate time step selection, see Sec. 5. For
details of the embedded methods, we refer, e.g., to Sec. 5 of [18].

4.2. Operator Splitting

The above mentioned multiscale character of problem (4.1) suggests an operator split-
ting approach as suggested e.g.in Sec. IV.1.5. of [19] for large advection-reaction prob-
lems, e.g. in air-pollution simulations. Writing the semi-discrete problem (4.1) with

Foav(t,M) := =V - (uM), Fuae:=7BxM+ DM —f, (4.3)
formally as ODE-system

dM (1)
at

= Faay(t, My (1)) + Funag(t, M4 (£)), (4.4)

the simplest sequential operator splitting on " < ¢t < t"*+! gives

dlv(-[ié(t) = Fadv(t; MZ(t)), M;‘;(t) — Mh(tn), (45&)
7de;;:(15) = Funag(t, M}"(1)), M* () = M (). (4.5b)

An inspection of 4.5 shows for the splitting error at ¢ = t"

1 5 9F OF mag
_ Fma _
> Vi

Foav] + O (73) . (4.6)

€ =

aFadv aFma
It turns out that the commutation error [Fadv, Fmag] = Frag — g
oM, oM,

F,qv can

be written as

OF mag

[Fadva Fmag] = (v : u)[Fmag(t’ Mh) - ot

(ta Mh)Mh(t)] + (u : vr)Fmag(ta Mh)-
(4.7)

It vanishes if either Fp.g is independent of r = (z,y,2)7 and div u = 0 or Fyg is
independent of r and linear in My, see [19], sec IV.1.5. This is unfortunately not the
case in this application. As a remedy, symmetric or Strang-Marchuk splitting can be
applied which reduces the splitting error to O(Tﬁ), see [19].
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Figure 3: Generic spoiled gradient echo sequence with radial trajectory. Gradients: (a) slice selection
(b) rewinder (c) prephasing (d) readout. The dashed radial line (spoke) in the k-space corresponds to
the current repetition.

5. Numerical Experiments

The simulation method was tested for both static objects, i.e. with u = 0, as well as
flow experiments, i.e. with u # 0.

5.1. Ezperimental Validation for Static Objects (u=10)

We start with a test of the simulator for the static case, i.e. for u = 0. This means
that mainly the temporal discretization is considered. The experiments here and later
on (with exception of Subsec. 5.2) were performed using a randomly spoiled [20] FLASH
sequence [16, 17] with a radial trajectory as shown in Fig. 3. The left part depicts the
time diagram of gradients and the right part shows the k-space sampling trajectory where

t t

Gy (1) dr, ky = % ;

v

ky = —
2T 0

Gy(r)dr

with Gz = Gmax €08(8), Gy = Gmaxsin(f), Gmax = /G2 + Gf/ and angle 6 of the spoke
with z-axis. Putting the expression of k in the demodulated signal equation, we can
obtain the Fourier pair relation between the acquired electric signal and the transverse
magnetization [1]. Each radial spoke in k-space, which represents a projection of the
object, is acquired with a repetition of pulse sequence where transverse gradients are
changed according to orientation @ of the spoke in k-space. Certain number of spokes in
k-space are required to reconstruct an image frame.

Carr showed in [21] that under constant flip angle «, and gradient moment and
constant TR the magnetizations reach a state of dynamic equilibrium after several rep-
etitions. For clinical imaging, the acquisition starts only after the magnetizations reach
dynamic equilibrium after several preparatory TR repetition. In order to test the simula-
tions, time-series data of images from the beginning of the preparatory phase to dynamic
equilibrium were obtained from experiments and compared with equivalent simulation
results.
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To this end, an experiment was performed with Table 1: Doped water tubes with their re-
a phantom as can be seen in the left part of Fig. 4) laxation times
containing multiple compartments of doped water

tubes with known 77 and 75 as listed in Table 1. 3 206 113
The relevant pulse sequence parameters in Fig. 3 4 463 53

are: TR/TE = 2.18/1.28ms, flip angle o =8°, and 7 604 95

number of spokes per image frame= 27. 100 image 10 745 157
frames from the beginning to the dynamic equilib- 14 1034 167
rium of the experiment were used for comparison 16 1276 204
with simulation results. water 2700 2100

Before embarking on the validation of our code
with experimental results, it was tested with a Bloch equation simulator written in MAT-
LAB by Sun [22] where the computationally expensive parts are written in C and con-
nected via mex interface [22]. The code is an extended and corrected version of the code
by Hargreaves [7]. The numerical results from our code agree really well with [22]. Base-
line simulations were performed on a system with Supermicro SuperServer 4027GR-TR.
system with Ubuntu 14.04, 2x Intel Xeon Ivy Bridge E5-2650 main processors using an
in-house C++ code and the implementation by Sun in Matlab R2016A. Though compu-
tationally RK5(4) solver is 4 times more expensive, the advantage of using RK5(4) is an
easy higher order extension for flowing cases with any method of our choice for spatial
discretization and we can avoid splitting error using a fully coupled approach.

Prior studies [23] have shown that, to model Bloch phenomena accurately, simulations
must be carried out dividing each voxel with a number of cells where each of them
represent one or an ensemble of isochromats; an isochromat is a microscopic group of
spins which resonate at the same frequency. Shkarin et. al. showed in that [23] increasing
the number of cells per voxel reduce the error of the solution.

For every simulation with relaxation time of specific liquids, the simulated data were
recorded at TE since all isochromats are rephased at TE under the condition of approx-
imately complete spoiling of residual transverse magnetization. The transverse magne-
tizations are integrated over all the isochromats and the magnitude of the summed up
transverse magnetizations are averaged further for the number of spokes per image frame.
In principle, this averaged integrated transverse magnetization should be equivalent to
the averaged magnitude of image over a region in a specific tube.

Simulations were performed over a domain of 4.8 x 4.8 x 18.0mm? (corresponding
to 3 x 3 pixels in the xy-plane and three-times the nominal slice thickness=6 mm in z-
direction for each tube) divided into 27 x 27 x 45 cells. Each cell is assumed to consist
of one isochromat as shown in Subsec. 3.4.3. in [24] that the number of isochromats
in each cell do not effect accuracy of the simulation. The initial condition is chosen
as M% = (0,0,1)7. The embedded RK5(4) scheme is applied for time discretization.
The time series of these two equivalent quantities are plotted as a function of image
frame number in Fig. 4 (right) for four randomly chosen tubes after normalizing the
experimental and simulated data by their respective magnitude in dynamic equilibrium
of the brightest tube (Tube 3).

The excellent agreement between simulation and experiment hints at the possible use
of the simulator for quantitative estimations in MRI, e.g. the relaxation times T3, Tb
or concentration of contrast agents required for certain signal enhancement (illustrated
with an example in [24], Sec. 5.4).
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Figure 4: Left: Image of the static phantom with resolution of 160 x 160 pixels. Right: Comparison of
simulation with the image for four different liquids.

Also, the time evolution of magnetizations for different isochromats are independent
of each other and suitable for Graphical Processing Unit (GPU) computing. A speed-up
of 82 was achieved with GPU parallelization on the previously mentioned system together
with a NVIDIA GTX Titan Black (Kepler GK110) GPU as illustrated in Subsec. 3.3.4
of [24].

5.2. A Basically One-dimensional Test Case for Flowing Spins

The simulator is tested further for flowing spins, i.e. u Z 0. As first case, we consider
a basically one-dimensional test case in [10] where they studied for z € (—%, £) the effect
of an RF pulse on the magnetization for different through-plane velocities, i.e. component

u, in z-direction, using the leap-frog finite difference scheme.

90° As shown in Fig. 5, a Blackman-windowed sinc

/\ pulse with an amplitude of 0.1750 G, flip angle of

RF e 90° and duration of 2.6794ms, slice selection gra-
dient G, = 1.0Gcm™!, and a nominal slice thick-

G | ness of 7mm were used for the simulation in [10].
z | Through-plane velocities were in the range of 0 to

I 200 cms~!. The simulations were performed over a

length of L = 20mm and L = 30 mm, respectively,

Figure 5: A 90° slice-selective pulse was in the slice direction z, divided into 800 cells of size
used for the studying the flow-effects. The 0.025mm and 0.0375 mm for the range of velocities
arrows indicate the time when the data 0 to SO0cms~! and 80 to 200cms™! respectively.
was recorded. The time duration of simulations was divided into
4500 equidistant time steps of 7, = 8.9313 x 10~*ms. The magnetizations were calcu-
lated at the end of the rewinder gradient marked by an arrow in Fig. 5

In this work, the simulations were performed with the FEM-package COMSOL Mul-
tiphysics using the dG-FEM with quadratic elements (k = 2), see Sec. 3. The domain
of L=30mm was divided into 200 equidistant cells for the velocity range 0 to 200 cms™!.
The fully coupled semi-discretized equations were further solved using the RK5(4) scheme.
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For relative and absolute tolerance of 1.0 x 1075 and 1.0 x 1078 respectively, the adap-
tive time stepping resulted in 340 to 528 time steps in the specified velocity range. The
variability of time step sizes due to the embedded RK is depicted in Fig. 6 (Left) and the
figure also clearly shows sudden reduction in the time step size due to time adaptivity
to cater for jump in G,. Also, the number of time steps got reduced by an order of
magnitude due to time adaptation of the embedded RK scheme.

In order to estimate grid convergence, simulations were performed for 16, 32, 64, 128
and 256 equidistant grid points in z-direction with u, = 80cms~!. The solution with the
finest grid was chosen as the reference for the estimation of errors for M,,. Fig. 6 (Right)
shows the error order and the results show faster convergence rate than the predicted
theoretical estimate.
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Figure 6: Left: Reciprocal of variable time step size as a function of time duration for u, = 200 cms~1.

Right: Numerical errors estimated with different grid sizes comparing with the reference solution ob-
tained dividing the length in z-direction into 256 grid points and with u, = 80cms~!. Different error
estimates are plotted in logarithmic scale as a function of logarithm of grid sizes.

The penalty diffusion term p. with constant ¢ = 5.0 x 10~* was used to remove
unphysical oscillations appearing in the neighborhood of inflow boundary for M, and
M,. Such oscillations for M, are shown in Fig. 7. Similar oscillations were observed for
M, but not for M,.

Finally, the results are compared with [10] and they show extremely good agreement.
The effect of velocity u, in the range 0 to 200 cms~! on magnetization is shown in Fig. 8.

5.8. Comparison with Experiments for Through-plane Flow

The simulator was evaluated further against a laminar flow experiment in a circular
tube. In the experiment, the flow pump was operated at different voltages to produce
velocities such that the flow profile could be expected to be laminar i.e. Reynolds number
Re <2300 as listed in Table 2.

The flow velocities were estimated pixelwise using phase contrast MRI (PC MRI) [25].
At each listed operating voltage in Table 2, the mean through-plane flow velocity u, was
calculated over a pixel. The measured velocities show an unsteady pattern with a mean
and a standard deviation as listed in the second and the third column of Table 2.
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Figure 7: Simulation for u, = 160cms™!. Left: with e = 0 results in unphysical oscillations in the

neighborhood of inflow boundary for M,. Right: Unphysical oscillations vanish after the introduction
of a small artificial diffusion term with & = 5.0 x 1074,

Table 2: Mean and standard deviation velocities and Re based on the mean velocity for different operating
voltages of the flow pump at temperature 16 °C (kinematic viscosity v = 1.1092 x 1072 cm?/s).

6 49.19 2.26 2217
5 38.71 1.97 1744
4 28.84 1.47 1300
3 18.52 1.04 834

At each specified flow velocity u,, measurements were performed with the FLASH
pulse sequence parameters TR/TE = 1.96/1.22ms, flip angle = 8°, and number of spokes
per image frame = 17. The resolution of one pixel in the zy-plane is 1.6 x 1.6 mm?
whereas the nominal slice thickness in z-direction is 6 mm. The time series of averaged
magnitude is recorded over the same region of interest as the region of flow velocity
measurement. 60 frames from the beginning of experiments towards dynamic equilibrium
were used for the comparison with simulation.

The mean velocity u = (0,0,u,)T was taken as input velocity in the simulation. A
computational domain of 1.6 x 1.6 x 18.0mm?, divided into 6 x 6 x 27 identical cells,
was chosen for the simulation. The length of domain in the through-plane flow direction
was estimated from previous simulation results [24] such that Mr_ = (0,0,1)7, i.e. the
Dirichlet inflow boundary condition, could be satisfied. The initial condition was chosen
as in the static case. The spatial discretization was performed using dG-FEM with
quadratic elements (k = 2) whereas in time the fully coupled approach with the RK5(4)-
scheme for time discretization was applied. Again the penalty diffusion term p. with
constant € = 5.0 x 10™* was used.

For comparison, the experimental and simulated data are normalized properly first.
Due to unsteadiness of the flow, the experimental data was normalized by the average
magnitude of last 20 frames from the measurement with the operating voltage of 6 V in
Table 2. The simulated data was normalized similarly. After that, they are plotted in
the right part of Fig. 9.
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Figure 8: Simulated magnetization distributions of My, My, M. for through-plane velocity u. along the
positive z-axis in the range 0 to 200cms~! using dG-method (right) are compared with the results in
[10] (Left). The magnetizations were recorded at the end of rewinder gradient as marked by the arrow
Fig. 5. The length in the slice direction is in the range —15 to 15 mm.

In spite of the unsteadiness in the flow which may be attributed to the lack of sufficient
entry length, as discussed in [24], the simulation and the experiment show a reasonable
agreement.

Like the static phantom, GPU computing can be used for the flowing fluid as well to
achieve a significant speed up as explained in Subsec. 4.4.3 of [24].
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Figure 9: Left: MR image of the flow tube. Right: Experiments with different velocities are compared
with the simulations.

5.4. Comparison with Pulsatile Flow Experiments

The simulation method was evaluated further with a pulsatile flow laboratory exper-
iment. Like in the previous case, the pulsatile velocity profile was estimated using PC
MRI. A through-plane profile was fitted as a function of time using Matlab curve-fitting
toolbox as shown in the left part of Fig. 10. The fitted pulsatile flow profile was used as
input velocity in the simulation. The effect of pulsatile flow on the evolution of magni-
tude from the image was studied. An experiment was performed using the pulse sequence
identical to the previous experiment.

.~ U, estimated by pEMRI 25
I1—Fitted u,

of iy n ' 1 5
1L7%
i | ]

u, [mms '1]

= Experiment

—Simulation

Time [s] Time [s]

Figure 10: Left: Fitted through-plane velocity profile from PC MRI data. Right: Comparison between
experimental and simulation results for studying the effect of pulsatile flow.

The simulation was performed with identical domain, spatial and temporal discretiza-
tion, and penalty diffusion as used in the previous experiment. Experimental data was
normalized with the magnitude data in dynamic equilibrium from the spatially stationary
tube under identical experimental conditions. The simulated data was normalized by the
averaged magnitude of integrated transverse magnetization of static water in dynamic
equilibrium. The experiment and the simulation are compared in a state of dynamic
equilibrium in Fig. 10 (right).
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Fig. 10 shows that, although the periodicity in the experimental and the simulated
result agree well, the amplitude of experimental results deviates from the simulation. The
deviation could be due to the assumption of a flow profile which depends only on time.
The assumption implies that the fluid needs to move in bulk, i.e., the tube must respond
simultaneously to the changing pressure at all positions at every specific point of time in
the direction of through-plane flow such that through-plane velocities at every position
in the longitudinal direction are same, which is artificial and unphysical. Nevertheless,
it is a starting point to study the effect of more realistic pulsatile flows.

6. Summary. Outlook

In this note, we proved the well-posedness of the Bloch model under the action of
an incompressible flow field. Then we applied the discontinuous Galerkin method to the
spatial semi-discretization of the Bloch model and proved well-posedness and error esti-
mates. The multiscale character of the problem basically stems from the high frequency
time evolution of the magnetization part. An explicit Runge-Kutta method together with
time step adaption is applied for the temporal discretization. Alternatively, an operator
splitting between advection and magnetization can be applied. The computation can be
strongly accelerated via GPU computing.

Magnetic resonance imaging is nowadays a very rapid process which can be done
in real-time [26]. Nevertheless, there are still unsolved problems such as a quantitative
understanding of the mechanisms that lead to MRI signal alterations (i.e., both enhance-
ment and loss) when imaging flowing spins (e.g., in vessels or the heart) or other dynamic
processes. Here, numerical simulation with the proposed direct solver for the Bloch model
can help in a better understanding of such dynamic processes as shown for some basic
MRI experiments. Apart from flow velocities and volumes, there is an increasing demand
in MRI for quantitative information such as relaxation time constants. In future, access
to both high-contrast imaging and quantitative parametric mapping by MRI is expected
to facilitate and contribute to computer-aided diagnostic strategies.
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